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Sr.Site Reliability Engineer (SRE)
Email: vsai@sparktekusa.com                                                                                                                                   Cell: 9726668212
Professional Summary: 
· As Sr.Site Reliability, DevOps, Build Release Engineer with over 8 years of experience in Configuring, Migrating and Manage Enterprise Cloud Environments using AWS Cloud Technologies, Devops methodology and workflow, Continuous integration (CI) /Continuous Delivery (CD) Oriented Build Engineering, Configuration Management, Containerization, Cloud Services and System Administration. ﻿
· Hands-on experience in various environments such as Red Hat Enterprise Linux (RHEL), Centos and Ubuntu. Known for Excellent troubleshooting skills and ability to analyze code and resolving the issues with immediate, responsive solutions. O Expertise in application maintenance and support of Linux/UNIX production, test and development servers or environments.
· Experienced in branching, tagging and maintaining the version across the Environments using SCM tools like Git, GitLab,GitHub and Subversion (SVN) on Linux and windows platforms.
· Highly motivated and committed DevOps Engineer experienced in Automating, Configuring and deploying artifacts or instances on AWS cloud environment and Data centers.
· Good experience on Splunk Cloud, Splunk Enterprise- Forwarders, Search Heads, Deployment server, Cluster Master, Heavy Forwarders, UF’s. 
· Experience in building Docker images using GitLab-ci build automation runner
· Automated deployment from GitLab-ci to Openshift
· Involved in testing and deployment of the application on web logic application server during integration and QA testing phase.
· Experience in working on version control like Subversion, and GIT, BIT BUCKET and used Source code management client tools like GitBash, GitHub, Git GUI, GitLab, visual SVN, Tortoise SVN, Stash, etc.
· Experience with Web application development for backend system using AngularJS and Node.js with cutting edge HTML5 and CSS techniques.
· [bookmark: _GoBack]In the Cl pipeline, mainly focused on performing integration of code quality analysis techniques like check styles, find bugs,Junit with Cl tools like Jenkins, Bamboo, Maven and Gradle.
· Worked with Atlassian tools like Bamboo, Confluence, Crucible & Jira.
· Responsible for migrating from Bamboo to Jenkins as continues integration tool.
· Proficient in Object oriented design experience, with extensive experience of Python-C/C++ binding using Boost Python and Python C types. 
· Experience with installation and configuration of Dynatrace monitoring tool.And created email alerts and threshold values using Dynatrace for our environment. ﻿
· Experience in Designing, Installing and Implementing Ansible configuration management system and in writing playbooks for Ansible and deploying applications.
· Experience setting up Docker Swarm and Kubernetes cluster for Docker Container Management
· Experience working with Docker, Kubernetes, Docker Swarm and Java Micro Services
· Experience installing Kubernetes clusters in VMS, started Kube Master and Kubelets and added Container Network Interface. 
· Hands-on experience with Devops tools like Chef, Puppet, Ansible, Docker, Jenkins, Prometheus, Grafana, Dynatrace and AWS.
· Experience with installation and configuration of Dynatrace monitoring tool.And created email alerts and threshold values using Dynatrace for our environment.
· Experience using kubernetes services like Kube API, etc., Kube-Controller, proxy and Scheduler
· Experience creating Kubernetes YAMLS using different objects like Pods, Deployments, Services and ConfigMaps.
· Build Docker Images and deployed Restful API java microservcies in the Containers managed by Kubernetes
· Experience with container-based deployments using Docker, working with Docker images, Docker hub and Docker registries, installation and configuring Kubernetes and clustering them
· Exptensive use of Kubernetes 1.9.0 to orchestrate the deployment, scaling, management of Docker Containers.
· Experience with web application servers like Apache, Tomcat and WebSphere Application Server.
· Hands on Experience on deploying the Maven files into servers and stored the artifact files in Nexus repository for controlling the version of the artifacts or builds.
· Worked on the creation of custom Docker container images, tagging and pushing the images.
· Used Docker for automating the deployment of applications inside software containers.
· Handling and administration of Version control tools (GIT, Subversion (SVN), TFVC (Team Foundation Version Control) like Tagging, Branching, Merging and user access control.
· Competence in working on version control systems like Subversion and Git and used Source code management tools like Git GUI (Git Hub), Git Lab and, Git Bash, etc.
· Expertise on JAVA related technologies like Hibernate (DAO), JUNIT.
· Experience in XML related technologies: XML parsing (DOM).
· Expertise in hand coding with various client side using JavaScript, Html layers, XML, CSS, and visual design for updated day- to-day site management.
· Working knowledge of errors and exceptions handling debugging using PDB, Eclipse and Pycharm.
· Expertise in Cloud automation using AWS Cloud Formation Templates (CFT).
· Work experience on Linux flavors, e.g. RHEL / CentOS / Ubuntu 
· Experienced in various SDLC project phases: Requirement/System gathering, Requirement/System Analysis, Functional Specification, Business Logic's, Design, Layered Architecture, Test plans, Coding, Code review, Testing, Performance tuning, Documentation, Implementation and Maintenance. 
· Extensive experience in installing, configuring and administering Jenkins CI tool on linux machines and used Jenkins Pipelines to drive all java Microservices builds out to the Docker Registry and then deployed to Kubernetes, Created Pods and managed using Kubernetes.  
· Deployed java microservices based architecture used in docker, Kubernetes. Good hands-on knowledge of configuration management tools like Puppet, Chef, Ansible.
· Experience in deploying applications in web server, application server and database server. 
· Experience in developing Dashboard Report, Parameterized Reports, and Linked reports, Sub reports by Region, Year, Quarter, Month and Week.
· Experienced in all phases of Software Development Life Cycle (Analysis, Design, Development, Testing and maintenance) using Waterfall and Agile methodologies.
· Experience in developing and maintaining build, deployment scripts for test, staging and production environment using Maven and Shell scripts.
· Responsible for implementing monitoring solutions in Ansible, Docker, and Jenkins.
· Experience in containerization (Docker, etc.) and container orchestration (Kubernetes, etc.) in deployment and operations.
· Experience in building Docker images using GitLab-ci build automation runner
· Installation and configuration of Apache, Tomcat /Web logic on Linux.

Certifications:
AWS Certified Solutions Architect – Associate 

Education:
Bachelor’s in computer science
Masters in Cloud Computing

Technical Summary:

	Skills
	Tools

	Operating System
	Linux, Windows

	Database
	Oracle (10g, 11g, 12c)

	Scripting
	Shell Scripting, Python

	Identity, Security and Access
Management tools
	Keon / Boks, ETrust access control, PowerBroker,
LDAP, Centrify, Active Directory, Illumio,

	Query Language
	SQL

	Networking / Infrastructure / Services
	TCP, ICP, AD, NIS, NIS +, SSH, SCP, SFTP, NFS, Telnet,
FTP, SSH, DHCP, DNS, LDAP, Mail servers, Samba servers, Grafana / Graphite Mnitorng Solutions.

	Configuration Management / CICD tools
	Jenkins, GitHub,GitLab, Bamboo.

	Monitoring
	AppDynamics, Apica, Tivoli, Splunk

	Job Scheduling
	Autosys, Cron

	Virtualization
	VM Ware, ESX, Docker

	Other Tools
	ServiceNow, Jira, ITPAM, Dynatrace




Sr.Site Reliability Engineer (SRE)	                 October’2019 - Present 
JP Morgan Chase, Houston TX
   Responsibilities:
· Support Identity and access management applications/security products (Sophia – Privileged Access Manager (PAM), Sophia – Converged Identity and Authorization, Sophia – Unified Infrastructure Entitlements Framework (UEF), Sophia Reporting – Common Log Engine Analytics & Reporting (CLEAR), HELP SYSTEMS – Powertech Identity & Access Manager (Boks), Boks Web Service Interface (WSI) v. 6.7.0 / KEONBRIDGE, UNIX BOKS / Keon Security Self Service Portal v.1.0, Lightweight Directory Access Protocol (LDAP), CA eTrust Access Control and Log Collector, Illumio).
· Supporting Infra systems and clients in across 4 regions APAC/NA/EMEA/CHINA and 4 domains (DEV/UAT/PRD/DMZ).
· Led the implementation of Infrastructure as Code using Terraform to provision and manage cloud infrastructure on AWS.
· Designed and maintained Terraform modules for creating scalable and reliable infrastructure components such as virtual machines, networks, and storage resources.
· Ensure 24/7 availability to the team for change implementation or issues in the PROD environment.
· Perform change review and approval for the activities impacting my team’s supported applications and related infrastructures. 
· Used Dynatrace as a monitoring tool to identify and resolve infrastructure problems before they affect critical processes.
· Hands-on experience with Devops tools like Chef, Puppet, Ansible, Docker, Jenkins, Prometheus, Grafana, Dynatrace and AWS.
· Worked hands on Java, SQL, Unix shell scripting. Managed and developed Puppet modules responsible for deploying AWS.
· Developed build workflows using Gradle, Gitlab, Docker and Openshift. Experience in branching, merging, tagging and maintaining the version across different environment in GitHub, GitLab and SVN.
· Implemented a CI/CD pipeline involving GitLab, Jenkins, Chef, Docker, and Selenium for complete automation from commit to deployment.
· And created email alerts and threshold values using Dynatrace for our tools.
· Configuring AWS IAM and Security Group in Public and Private Subnets in VPC.
· Monitoring Resources and Applications using AWS Cloud Watch, including creating alarms to monitor metrics such as EBS, EC2, ELB, RDS, S3, and configured notifications for the alarms generated based on events defined.
· Deployed Kubernetes clusters for container orchestration, enabling efficient management and scaling of java microservices-based applications.
· Implemented Kubernetes best practices for workload deployments, service discovery, and auto-scaling to ensure high availability and performance.
· Created Cloud Watch alerts for instances and using them in Auto scaling launch configurations.
· Analyzed performance of OpenShift containers using cloud forms monitoring features.
· Worked on OpenShift to leverage integrated components from Kubernetes to automate Application builds, Deployments, scaling and management.
· Monitoring the server alerts through Nagios for on-premise servers, Cloud Watch and troubleshooting the alerts in the cloud environment (AWS).
· Deployment in the cloud using Docker containers using automation of Elastic Container Service schedule.
· Developed API for using AWS Lambda to manage the servers and run the code in the AWS and Gitflow methodology.
· Developing scripts for build, deployment, maintenance, and related tasks using Jenkins, Docker, Python and Bash.
· Leveraged Splunk to design and implement Splunk Knowledge Objects to include: Reporting, Dashboards, and Alerts for compliance and security monitoring.
· Identifying the critical applications for System resource utilization (CPU, Memory, Threads etc.) was monitored using AppDynamics.
· Developed numerous scripts for enterprise monitoring using Grafana/graphite tool.
· Implementing and automating the system administration tasks using Shell & Python scripting.
· Create and maintain documents for applications/Utilities/Tools/Procedures.
· Wrote Lambda functions in python for AWS's Lambda, Kinesis and Elastic Search which invokes python and BashShell scripts to perform various transformations and analytics on large data sets in AMAZON EMR clusters.
· Worked closely with the Splunk monitoring team to set up various logging metrics including CloudWatch, CloudTrail, Config,
· Installing, up-grading, and configuring Boks/Keon master, replica, and clients.
· Troubleshooting Keon related issues.
· Knowledge in backup and restore of Keon database.
· Knowledge in user, host, user class, access route, log administration in Boks.
· Installing, upgrading, and configuring LDAP master, replica, and client.
· Troubleshooting LDAP related issues.
· Maintaining GitHub and Jenkins for the application teams.
· Handing escalations and involved in RCA calls.
· Capacity planning and management
· Implement automation for daily activities.
· Dead hosts cleanup on Masters.
· Administration of daily health check reports.

SRE/Devops Engineer/UINX-LINUX Admin/Engineer	                August’2015 – October’2019 Citi Bank, Irving TX
   Responsibilities:
· Maintained the environment configuration, including maintenance of Linux and Unix Servers for Build and Release of products.
· Administration of daily health check reports. Performed database administration, production support, installation, configuration, upgrades, patches, migration, backup and recovery.
· Creating the database, table spaces, tables, indexes, setting privileges and user logins.
· Mentored junior engineers on best practices for infrastructure provisioning, deployment automation, and Kubernetes operations, fostering a culture of learning and continuous improvement within the team.
· Developed and maintained automation scripts using bash/python to automate routine tasks, such as system configuration, log analysis, and resource provisioning, improving operational efficiency and reducing manual effort.
· Implemented GitLab for version control of terraform modules and process documentation.
· Coordinate with various development teams to plan future resource and capacity needs and to assure proper configuration of the application execution environment.
· Manage security, performance and capacity planning for execution environment across all development, test and production environments.
· Scripting in multiple languages on UNIX, LINUX and Windows -Python, and PowerShell and Bash scripts. 
· Coordinating different tasks with Net development app teams for creating usage models for different projects.
· Performed regular builds and deployment of the packages for testing in different Environments
· Installation of application on PROD, Test server for the use of application development and configure.
· Work with product development to resolve build-related issues in all projects provided support for Application issues. 
· Worked in container based technologies like docket and open shift. Point team on open shift for creating new project.
· Development of several python APIs and harassers that works both Linux and windows and maintaining them using the revision control SVN.
· Working on implementing new OCr solution, spring boot, open shift
· Created the new Migration Development Console for the online Migrations.
· Worked in atmosphere of cross-functional team within the organization's agile project life-cycle. 
· Worked with architects, QA and cloud development team to implement cloud applications, systems, and automated processes. 
· Setup of continuous build Deployments and builds on various environments using continuous integration tool. 
· Developed, maintained, and distributed release notes for each scheduled release.
· Data refresh of large production data warehouse environment to setup test, development environments using san level storage mirroring: gold image copy and cloning.
· Performed data file recovery from logical and physical block corruptions good understanding and implementation expertise in rac, asm, data guard like remedy change and user tickets, frequently communicate effectively with technical and non-technical customers.
· Continuous monitoring of performance during peak and non-peak loads using awr reports, ash, addm and optimization SQL code using SQL trace, tkrpof, explain plan.
· Experience working with SQL, pl/SQL coding, stored procedures, functions, packages, triggers.
· Tested and implemented restore procedures for complete and incomplete recovery using RMAN.
· Provided assistance to memory corruption and dictionary corruption errors.
· Worked with Oracle data pump which provides high speed, parallel, bulk data and metadata movement of Oracle database contents.
· Perform daily monitor of real-time replication as well as detailed reports database links, creating, managing table-spaces and data files.
· Used Splunk forwarders to provide reliable and secure collection and delivery of data to the Splunk platform for indexing, storage, and analysis. 
· Design, document, implement and maintain all disaster recovery procedures which result in no data loss.
· Monitoring growth of tables and undertaking necessary re-organization of a database, capacity planning.
· Database tuning by generating explain plans for long-running queries, creating indexes on columns to improve performance.
· Used Dynatrace as a monitoring tool to identify and resolve infrastructure problems before they affect critical processes.
· And created email alerts and threshold values using Dynatrace for our tools.
· Applying upgrade patch, maintenance and interim patches on all the databases.
· Providing support to the development team and handling release schedules.
· Provide on-call support as scheduled by monitoring pages, tickets, and notifications.
· Manage business continuity efforts with oversight for backup and recovery of data.
· Author database documentation and guidelines to help support system operations.
· Strong communication skills with the ability to transcend the organization with appropriate levels of detail.
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